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Abstract

The more traditional, widespread and practiced method for interpreting the laboratory results is based on the comparison made with reference in­
tervals. Nevertheless, the creation of appropriate reference intervals requires careful planning, monitoring and documentation of every aspect of 
the study, including the selection of the reference population (encompassing selection of homogeneous groups of reference according to ethnicity, 
geographical origin and environmental conditions, stratification according to age and gender, definition of health status) along with the use of the 
most appropriate statistical tools. In the very next future, the longitudinal comparison of laboratory results might probably replace the current use 
of reference intervals.
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Introduction

The more traditional, widespread and practiced 
method for interpreting the laboratory results is 
based on the comparison made with reference in­
tervals. As defined by the International Federation 
of Clinical Chemistry (IFCC) (1), the terms “referen­
ce range” or “interval of reference” (IR) mean a ran­
ge of values obtained from individuals (usually, but 
not necessarily healthy) randomly chosen, but ap­
propriately selected in order to satisfy suitably de­
fined criteria (2). The apparent contradiction be­
tween “random” and “appropriate selection” is re­
solved bearing in mind that these are two phases 
of the same process of identification of IR (3). Po­
pulation based studies are preliminary steps for 
selecting the reference intervals, being numerous 
the variables that can affect the population cha­
racteristics (Table 1). It appears however very im­
portant to stress the fact that each laboratory 
should be able to establish the reference values 
that are as close as possible to those presented by 
the population who insists close to the operating 
lab itself. Of course, it is understandable that in the 
event of the introduction of new activities (new la­

boratory or new tests by any laboratory), as well as 
during transitional periods, provisional IR may be 
chosen, e.g. by opportunely adapting IRs from la­
boratories operating in nearby areas, as well as 
from reliable data in literature (4). However, the 
constraint should be of finding and setting own 
IRs as soon as possible. In this circumstance, we 

Table 1. Preconditions for the formulation of a reference inter­
val in healthy subjects.

All reference groups of individuals should be defined.

The patients studied should be similar to reference 
individuals for all aspects except those under consideration.

Pre- and analytical conditions should be known.

The quantities compared should be homogeneous.

All results are derived from standardized methods in a system 
of adequate analytical quality.

The stage of the disease process should be established.

The diagnostic sensitivity and specificity, prevalence and 
clinical risk of misclassification should be known in advance.
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should think about the influence that the progres­
sive aging of the population or the different gen­
der distribution observed in different areas of the 
country have on some analysis (e.g., blood gluco­
se, blood urea nitrogen, creatinine), or even more 
so the effects of immigration from countries very 
far or different each other.

IR establishment

The creation of reference intervals requires careful 
planning, monitoring and documentation of every 
aspect of the study. Consequently, the reference 
intervals must be well characterized in terms of va­
riations attributable to the pre-analytical and ana­
lytical factors (5). These formal protocols are parti­
cularly useful in cases where a laboratory should 
establish its own reference range for a particular 
test. This situation can occur even if a laboratory 
has modified a test or a method approved and/or 
certified, or a method developed in-house. Unfor­
tunately, these protocols are resource intensive 
and can be prohibitive for smaller facilities, also in 
consideration of the inherent costs (6). Even large 
laboratories may find it diffi cult to carry out these 
studies for obtaining their own IRs, mainly based 
on considerations of cost-benefit analysis. Thus 
many laboratories have increased their reliance on 
manufacturers to adopt reference intervals that 
may be acceptable using simpler approaches, whi­
ch require less effort and result in lower costs. In 
any case, it is desirable that each laboratory has 
complete knowledge of the characteristics of the 
reference ranges adopted, such that they ensure 
compatibility with its own population and are sui­
table for clinical use.

An IR is usually determined by analyzing samples 
that are obtained from individuals who meet the 
criteria previously and accurately defined (referen­
ce sample group). Protocols such as those made 
by the “International Federation of Clinical Che­
mistry [IFCC] Expert Panel on Theory of Reference 
Values” and by the “National Committee for Clini­
cal Laboratory Standards” show in a comprehensi­
ve and systematic manner the processes that use 
carefully selected reference sample groups to es­
tablish reference intervals. These protocols typical­

ly require a minimum of 120 reference persons for 
each group (or subgroup) to be characterized (7). 
However, it is increasingly gaining importance a vi­
sion that considers more appropriate to adopt re­
ference intervals common to several laboratories 
that operate over large regional areas and also on 
entire national context (8–10).

When establishing reference intervals that are com­
mon to most laboratories in the same area, the 
sample size can be expanded considerably around 
the local production of reference intervals for each 
individual laboratory. When many laboratories can 
share common reference intervals, the investment 
is limited and the whole operation can advanta­
geously be concentrated in one or a few institutio­
ns. Consequently, one can work on much larger 
sample sizes, such as five/six hundreds or more in­
dividuals. A larger sample makes it possible to car­
ry out a thorough investigation of possible sub­
groups (11) in which it is possible to obtain reliable 
estimates on the reference intervals subgroup, res­
pecting the minimum size of 120 individuals re­
commended by the IFCC. The confidence interval 
(CI) of 90% for a sample of similar size is Cl = ± 0.24 
× SD (standard deviation of the population). The 
allocation criteria are (4):
•	 If one or both; the difference between the lo­

wer reference limits and the difference betwe­
en the higher reference limits of the two sub­
groups are > 0.75 × SDmin (where SDmin is the 
smallest DS of the subset of the DS), then the 
partition is recommended.

•	 If both; the differences between the lower refe­
rence limits and the higher reference limits of 
both subgroups are ≤ 0.25 × SDmin, then the 
partition is not recommended.

•	 For differences which fall between the extre­
mes (0.25 × SDmin < difference < 0.75 × SDmin), 
the arguments should differ from the purely 
statistical ones, as this could be due to genetic 
differences, i.e. to situations which are not rou­
tinely assessed.

Selection of the reference population

The selection of the population who will represent 
the “reference” can not be dealt with in general 
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terms, as more than one variable have to be consi­
dered. The most common method is to obtain re­
ference values from a population of healthy indivi­
duals, but in this case the definition of “health” is 
indeed problematic. For example, to establish a re­
ference interval for hemoglobin levels (i.e., a gen­
der-related laboratory test), the laboratory would 
need to obtain the results of hemoglobin from at 
least 240 persons (120 men and 120 women). The­
se people are usually drawn from the local popula­
tion and then selected for inclusion in the study 
using carefully defined criteria. The general criteria 
that are adopted are those reported in Table 2; 
moreover there is the opportunity to use a series 
of strategies, assuming additional criteria of subdi­
vision for subgroups (Table 3) and/or age (Table 4) 
or combine multiple criteria, as for example (4):
•	 Selection of homogeneous groups of reference 

according to ethnicity, geographical origin and 
environmental conditions in order to obtain the 
representation of the population to which the 
normal range will apply.

•	 Stratification according to age and gender, if 
there are women pregnant or taking any anti-
conceptional drug.

•	 Definition of health status, according to further 
criteria that are adopted.

There are no particular recommendations on whi­
ch method of selection is the most appropriate, as 
this may depend both on the purpose of the in­
vestigation, and on the opportunities allowing to 
include single individuals. In any case it is impor­
tant to report the strategy adopted and the indi­
viduals included in the reference interval and to 
implement clear criteria for inclusion and exclu­
sion.

Statistics

The normal or Gaussian distribution (Figure 1) is 
the distribution characterized by two parameters, 
mean and standard deviation (SD). The statistical 
methods that assume Gaussian distribution of da­
ta are called parametric methods. Of course, other 
probability distributions, whose characteristics are 
defined by one or more parameters, can be ana­
lyzed using appropriate parametric methods.

Table 2. Exclusion criteria for the formulation of a reference 
range in the general population.

Risk factors
•	 Obesity
•	 Hypertension
•	 Risk factors related to environment and workplace
•	 Genetic risk factors

Specific physiological states
•	 Pregnancy
•	 Stress
•	 Exercise

Drugs
•	 Generic drugs, oral contraceptives, alcohol, tobacco, etc.

Age (not necessarily with equal intervals of width)

Gender

Genetic Factors
•	 Ethnicity
•	 Blood group (AB0)
•	 Histocompatibility antigens (HLA)
•	 Genes

Specific physiological states
•	 ovarian cycle (hormones)
•	 gestational age 
•	 physical condition

Other factors (socioeconomic, environmental, 
chronobiological factors)

Table 3. Criteria for the creation of subgroups of reference sub­
jects.

Table 4. Reference intervals: Criteria for distributions in the dif­
ferent age groups.

Neonatal period (1–6 months)

Infancy (6 months–3 years)

Childhood (3–6 years)

Pre-pubertal (6–11 years)

Puberty (11–18 years)

Adulthood (18–45 years)

Pre-menopausal

Post-menopausal

Maturity (45–65 years)

Old age (> 65 years)
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Non-parametric statistical techniques are used to 
analyze the data not having a specific type of pro­
bability distribution. In general, when observing 
non-Gaussian distributions (non-normal) (Figure 
2a-b), their description is assigned to other indices 
such as median, percentiles classes, and more ot­
hers. Moreover, in this second category of data dis­
tribution, other methods become more useful, in­
cluding the so called and important ones “boot­
strap methods”. Sometimes non-Gaussian distri­
butions can be normalized via appropriate proces­
sing techniques (12). This is the general case of dis­
tributions obtained from experimental data, for 
which the assumption of normality is always veri­
fied. In constructing a reference range from indivi­

dual data, often the diffi culty of achieving a per­
fect Gaussian distribution is apparent. Even after 
sampling the data from a population which is pre­
sumed to be normally distributed, it is often ne­
cessary to take some approximations of the data 
to comply with the assumption of normality. In this 
regard a series of statistical tests have been put in 
place, which compares the distribution of experi­
mental data with a hypothetical Gaussian distribu­
tion (13–15). These methods are called mathema­
tical-statistical goodness-of-fit test tests. Among 
them, the most known and used is the Kolmogo­
rov-Smirnov, although its real discriminant power 
is questioned by some researchers, especially 
when the parameters of the distribution are esti­
mated based on data rather than being specified a 
priori. Afterwards, other tests have been proposed 
that are best suited for this purpose, among them 
the test of Shapiro-Wilks (for distribution of sam­
ples greater than 2,000 subjects it should be repla­
ced by the test for normality of Stephen) and the 
test of D’Agostino-Pearson. None of these tests 
can however indicate the type of non-normality 
observed in the case where the distribution is 
showing tendency to asymmetry (skewness) and 
kurtosis or both (Figure 3). The skewness represen­
ts the degree of asymmetry of a distribution aro­
und its mean and is non-dimensional since it is 
characterized only by a number describing the 
shape of the distribution curve. When a distribu­
tion is perfectly Gaussian, the skewness score is 

Figure 1. The normal or Gaussian distribution.

Figure 2. Non-Gaussian distribution (non-normal).
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equal to 0. Skewness figures more or less negative 
or positive (e.g., +2.0 or –1.5) correspond to a form 
of distribution curve with a tail more or less pro­
nounced towards positive or negative values on 
the x axis. Similarly, the kurtosis represents the 
degree to which the peak of distribution is sharp 
or flat, fluctuating between +3 and –3. In a perfec­
tly Gaussian curve the kurtosis score is 0 and of the 
distribution is called mesokurtic (Figure 4). Many 
mathematical functions to correct either the skew­
ness or the kurtosis have been proposed, and in 
some cases recommended, but their application 
was generally marginal. In practice, since a certain 
degree of skewness is always observed, a rule of 
thumb has been defined according to which each 
distribution is considered Gaussian when the rela­
tionship between skewness and standard error is 
< ± 2. A similar exercise is suggested for the kurto­
sis, using the relationship between kurtosis and 
standard error of kurtosis. After ascertaining that 
the assumption of normality is not violated in a 
significant manner, the main parameters of the 

Gaussian curve (mean and standard deviation) are 
calculated and the interval of reference is conside­
red to be comprised within the values of the mean 
± 1.96 × standard deviation (sometimes 1.96 is rou­
nded to 2.00) (Figure 5).

When the assumption of normality tests do not fit 
a normal curve, a logarithmic transformation of 
data can be used, in order to restore the data to a 
normal distribution curve; the above parameters 
(mean and SD) can be then calculated.

However, sometimes no transformation and/or 
processing of data is possible. This can happen wi­
th data from measures of analytes expressed by 
specific genes, such as highly polymorphic protei­
ns (eg haptoglobin, lipoprotein (a)), homocysteine 
and others. To overcome these problems, the IFCC 
through its Expert Panel on Theory of Reference 
Values, has recommended the use of interpercen­
tile intervals estimated on statistical methods eit­
her parametric or nonparametric, although the re­
commendation is in favour of the non-parametric 

Figure 3. Tendency to asymmetry (skewness).

Figure 4. General forms of kurtosis. Figure 5. Interval of reference: Gaussian curve.
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approach (7). Although parametric methods are 
most commonly employed and seemingly simple 
from the point of view of calculations, they main­
tain unresolved all the problems outlined above. 
The nonparametric methods, though a bit less ea­
sy to set up, have the ability to largely avoid such 
problems. Many procedures have been described 
(16). Currently the preferred method is based on 
iterative bootstrap ranking (17). The target range is 
between the 2.5th and the 97.5 th percentile (Figure 
6). Even in these cases the values below and above 
these limits are considered “out of normality”. A 
widely diffused but not supported by solid bases 
opinion is that the reference interval from Gaus­
sian and non-Gaussian distributions represents 
the values of individuals to be referred to (i.e., “the 
normal individuals”) and that the areas at the “ta­
ils” of the curve represent individuals whose values 
are to be rejected as “out of normality.” This is a 
misconception, because (18):

1.	 Even these values come from individuals origi­
nally included in the group chosen according to 
the characteristics set out before the construc­
tion of the interval of reference.

2.	 All values, both central and those close to the li­
mits of distribution, are only representations of 
biological variability on time.

3.	 In any case the analytical variability influences 
the current data.

The above concepts are well known to professio­
nals in laboratories, but are largely ignored or un­
derestimated in the clinical practice. Actually, the 
reference limits are not cut-off limits, because they 

are influenced by both the biological variability 
and the analytical one. Based on these considera­
tions, the IFCC recommends estimating a confi­
dence range of 90% for each limit of the reference 
interval in both Gaussian and non-Gaussian distri­
bution.

Longitudinal comparison of laboratory 
results

The concept of change of reference (CR) was pro­
posed by Harris and Yasaka to enable evaluation 
of the observed change between two successive 
measures (19). The longitudinal comparison is ba­
sed on this concept and is mainly justified by the 
clinical problems that are not adequately answe­
red by a cross-comparison based on the interval of 
reference. The Reference Change Value (or RCV) is 
especially useful in monitoring and follow-up of 
various clinical conditions. RCV is calculated by ta­
king into account intra-individual biological varia­
bility, in addition to analytical variability in the me­
dium to long term, in order to take into account 
the time elapsed between the test results. The ge­
neral formula is as follows:

RCV = zp ×   2  ×   (CVa + CVw);

where zp is the probability density function (ge­
nerally 1.96 at P = 0.05), CVw is the intra-individual 
biological variability and CVa is the variability of 
analytical testing. RCV shows some special addi­
tional benefits to get information on the status of 
patients, particularly in the monitoring of clinical­
ly stable and well controlled conditions, such as 
the prognosis of the crisis of rejection in kidney 
transplant patients, monitoring of oral anticoa­
gulant therapy (OAT), the glycated hemoglobin 
(A1c) in diabetes and other conditions (20–23). 
RCV is only applicable when CVa < 0.5 < CVw. Clo­
se monitoring of analytical quality is needed for, 
especially when the time between the first test 
and the next is rather long such as for glycated 
hemoglobin.

In discussing the comparison of longitudinal data 
it appears appropriate to introduce the concept 
of index of individuality (I.I.) (24,25). The I.I. repre­
sents the ratio of the random distribution of va­Figure 6. Interpercentile intervals: nonparametric distribution.
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lues observed in samples taken from one indivi­
dual for a given test compared to the distribution 
of values of the entire population of individuals 
for the same test. When the observed I. I. is low, it 
is of little clinical utility using traditional referen­
ce interval. A cut-off value of I.I. ≤ 0.6 is conside­
red and in this case the comparison of longitudi­
nal data is much more suited to evaluate the 
changes observed using RCV. When the results of 
laboratory tests with a low RCV are located near 
the limits of distribution of the traditional IR, in a 
position of low frequency, there are two possibili­
ties:
a)	 stable condition if the previous result was si­

milar;
b)	 a condition achieved in recent times if the re­

sult show variation.

Since in this case the traditional IR is insensitive 
and therefore not needed, only a previous result 
of that test can clarify the situation. It is also im­
portant to consider that many of the laboratory 
tests that explore aspects of body metabolism 
show low homeostatic I.I. in respect of IR. For a 
number of tests it seems therefore important to 
collect the results in databases or systems for col­
lecting personal data (such as chip-based flash 

memory card, now widely available and very in­
expensive) to access when needed. For every re­
petition of the series of tests, the results should be 
collected, and compared to the previous ones.

Recently the concept of estimating the differen­
ces between serial results as the probability of 
change by calculating the likelihood ratio (likeli­
hood ratio) in addition to RCV has been introdu­
ced (26). The procedure appears robust from a 
theoretical point of view and deserves to be wi­
dely adopted, as it seems likely to improve the 
monitoring of individual conditions and provide 
clinical support to rational clinical decision. Each 
individual could benefit from a progressive asses­
sment (“in progress”) of their own health and any 
deviation from her/his reference state identified 
and assessed.

Conclusions

The quality performances resulting from the curre­
nt technology advancements allow clinical labora­
tories to fully exploit the opportunity of creating 
common IRs in order to accomplish transferability 
of data, thus increasing citizens benefits and mee­
ting health system expectations.
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Sažetak
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